
Treatments nested within a balanced complete 
block group arrangement

Andrés González Huerta 1,§

Delfina de Jesús Pérez López 1
Jesús Hernández Ávila1

J. Ramón Pascual Franco Martínez1
1

Martín Rubí Arriaga1 

Artemio Balbuena Melgarejo1

1 Facultad de Ciencias Agrícolas-Centro de Investigación y Estudios Avanzados en 
Fitomejoramiento-Universidad Autónoma del Estado de México. Campus Universitario ‘El 
Cerrillo’. El Cerrillo Piedras Blancas, Toluca, Estado de México, México. AP. 435. Tel. 722 
2965518, ext. 148. (djperezl@uaemex.mx; jhernandeza@uaemex.mx; jrfrancom@uaemex.mx; 
mrubia@uaemex.mx; abalbuenam@uaemex.mx). 

Autor para correspondencia: agonzalezh@uaemex.mx

Abstract
When designing and analyzing an experiment or a series of trials in time or space, it could 
be of great relevance to subdivide the number of treatments by forming groups in which some 
important difference between them and some similarity within them are considered. This study 
analyzed the case presented by Gomez and Gomez (1984) regarding the grain yield recorded in 
45 rice varieties, classified into three groups; their statistical model for an experimental design of 
randomized complete blocks was presented, complementary formulas were included to calculate 
the sums of squares with the methodologies of least squares and quadratic or matrix forms, and 
the procedure to generate an output if InfoStat were applied is proposed. In addition, other ways 
are mentioned to calculate degrees of freedom if the experimental area is divided into main unit 
and subunit, and those corresponding to the model residual or error b, which simplify manual 
calculations. The formulas for both methodologies were standardized based on the formal use of 
the symbology used in the sum and point notations; their quadratic forms are presented based on 
the latter. The difference between a conventional analysis of variance and the one considered in 
this paper, based on the sums of squares, is discussed. Finally, it is indicated how to apply 
Tukey’s test for the comparison of means of varieties within each group if InfoStat is used. It is 
also recommended to use a matrix calculator to solve calculations when using quadratic forms, 
which is freely available on their website.
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Introduction
The design, analysis, and interpretation of the data provided by an experiment are very valuable 
tools in agronomic research when statistical inferences are supported by reliable information 
(Sahagún, 1997; Sahagún, 2007; Montgomery, 2009). The general steps considered during these 
include definition of the problem, justification of the trial, approach and critical analysis of the 
scientific objectives and hypotheses, structure of treatments, number of repetitions and size of 
the experimental unit, choice of experimental design, local control of heterogeneity associated 
with adjacent plots or between those receiving the same treatment, nature and type of variable 
recorded, material and instruments used, applicable statistical methodologies, research protocol to 
be applied, discussion of results, derivation of conclusions, and final report (Gomez and Gomez, 
1984; Martinez, 1988; Little and Hills, 2008).

The following should also be considered: appropriate statistical model, type of factor considered 
(fixed, random, or mixed), existence or absence of orthogonality, nesting or crossover relationships 
between the factors studied and their interactions, dependence between mean squares and 
their mathematical expectations with the relevant hypothesis tests, software used, and statistical 
inference, among others (Sahagún, 1998; Piepho et al., 2003; Restrepo, 2007a, 2007b). In addition, 
the fact of carrying out the analyses without and with subsampling within the experimental units 
should be weighed and justify the case when choosing a small sample size, it is decided or not 
to estimate effects instead of variances (Zamudio and Alvarado, 1996; Cochran and Cox, 2004; 
González et al., 2023).

The present study will analyze the case presented by Gomez and Gomez (1984), who grouped 
45 varieties of rice (Oryza sativa L.) into three groups, each with 15 genetic materials; in the 
experimental design of randomized complete blocks that they used, in an arrangement of balanced 
complete block, they used three repetitions per treatment to evaluate grain yield.

They did not present their statistical model, but the total variability that was estimated in this 
quantitative characteristic was divided into differences between groups, between repetitions, error 
a, between treatments within each group, and error b or residual of the model. As there is no 
permission to use the data, only additional information will be provided for the analysis of this type of 
arrangement of experimental units, with emphasis on their statistical model, alternative formulas to 
calculate the sum of squares with two methodologies, and a procedure that will generate an output 
using InfoStat, for an analysis of variance and a comparison of means of varieties within groups 
applying Tukey’s test.

Materials and methods

Statistical model
Based on the guide provided by Sahagún (1998); Piepho et al. (2003); Restrepo (2007), among 
others, the model that was constructed was: Xijk = µ+ Gi + Rj + (GR)ij + τk(i) + εijk
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Where: X is the grain yield in rice or any other quantitative variable of interest; µ is the arithmetic 
mean of the rt data; Gi is the effect caused by the i-th group; Rj is the contribution of the j-th 
repetition;(GR)ij is the interaction caused by the i-th group with the j-th repetition or error a; τk(i) is 
the effect caused by the k-th treatment nested within the i-th group; and εijk is the residual of the 
model or error b.

Symbology used to calculate the sum of squares
The classification variables in the previously constructed model are groups, repetitions, and 
treatments, identified with i, j, k; their levels are g, r, t/g, respectively. In the present study, g=  
and both will be equivalent to s, the latter used by Gomez and Gomez (1984). The treatments are 
divided into g groups and the total observations are calculated as:

Thus, in Gomez and Gomez (1984), there is no grt= 3(3)(45)= 405 pieces of data, but rt= 3(45)
= 135 observations.

To simplify manual calculations and to standardize both methodologies, in some denominators
of the formulas shown in the results section, g will be considered null, as suggested González
et al. (2023) when they applied subsampling within plots in single-factor trials in the completely
randomized, randomized complete block, and Latin square experimental designs. In these formulas,
the formal symbology described in Mendenhall (1987); Sahagún (2007); Montgomery (2009),
among others, was applied.

Software used
InfoStat is used to describe the procedure that will allow the application of the least squares
technique to obtain the analyses of variance, but InfoGen (https://www.Info-Gen.com.ar) or SAS
(https://www.sas.com), among others, could also be used. To calculate quadratic forms, it is
suggested to use the matrix calculator freely available at https://www.matrixcalc.org/es/. The
three statistical packages could be used to generate the comparison of treatment means within
groups with Tukey’s test or honest least significant difference, and for validation, OPSTAT
(http://14.139.232.166/opstat/default.asp) should be applied (Sheoran et al., 1998).

Results
The alternative formulas that will generate the sums of squares (SS) of the analyses of variance
that were published in Gomez and Gomez (1984); Shikari et al. (2015); Maranna et al. (2021) are
presented below:
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In these formulas,  is equivalent to the correction factor used to adjust the sums of squares
when least squares are applied; Y is a scalar made up of 135 rows and one column, Y’ is its
transposed matrix made up of one row and 135 columns, J is a symmetrical matrix made up of 1s,
built with 135 rows and 135 columns. Data can be taken from Gomez and Gomez (1984) to verify
the validity of these and of the other formulas shown below.

Error a will be defined from: SS treat 1= SS groups + SS repetitions + SS error a. Thus: SS error
a = SS Treat 1- SS groups- SS repetitions. Where:

In Gomez and Gomez (1984), the denominator of the first part of the previous formula was
expressed as  , equivalent to

To verify:

To calculate the first component of the above formula, a table with two classification criteria must be
constructed: the groups, identified by the subscript i, will be placed in the rows, and the repetitions,
represented by the subscript j, in the columns. In this, there will be ij=gr= 3(3) = 9 pieces of data,
which implies adding over the subscript k, corresponding to each of the subsets of treatments that
are being evaluated; the remaining three components must be calculated in advance. The subscript
j, used to represent repetitions, should not be confused with the matrix of ones, identified as J; Y
as a variable must also be differentiated from Y as a matrix.

The SS of each subset of treatments in each group is calculated as:

In these, the sum is restricted to over k, and only 15 pieces of data are used, both in the matrix Y,
and in its transposed, Y’ (15 rows, one column, and one row, 15 columns, respectively); in addition,
the matrix J is formed by 1s, arranged in 15 rows and 15 columns. The order of entering is the same
as in Gómez and Gómez (1984), and what is subtracted is a modified correction factor, generated
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with the sum of  treatments in r repetitions, keeping each of the g groups (G1, G2, G3 or 1,
2, 3) fixed.

If: SS total = SS groups + SS repetitions + SS error a + [SS TREAT (G1) + SS TREAT (G2) + SS
TREAT (G3)] + SS error b. So: SS error b= SS total - (SS groups + SS repetitions + SS error a) -
[SS TREAT (G1) + SS TREAT (G2) + SS TREAT (G3)]. But as:

So, to verify:

If the experimental area is divided into main unit (MU) and subunit (SU) and additionally, it is defined
that the SS total= SS MU + SS SU, it was also observed that the following expression is valid: SS
MU= SS Treat 1= SS groups + SS repetitions + SS error a. Thus:

Also, by difference: SS SU= SS total-SS MU. Where:

Using InfoStat or InfoGen
The labels for the columns will be Groups, Repetitions, Treatments, and response variable,
identified with G, R, T, Y, respectively, but to avoid confusion with Y, used to define the matrix
previously described, another letter could be used, such as X. The 135 records will be entered in
three groups, each with 15 varieties, in three repetitions, in the same order as shown in Gomez
and Gomez (1984).

Some fictitious data on plant height (ap; m) from four groups of corn varieties (Zea mays L.) were
entered just to show the procedure to be applied in this software (Balzarini et al., 2008; Di Rienzo et
al., 2008; Balzarini and Di Rienzo, 2016). The statistical analysis will be generated in two stages: it
will be shown how to obtain a general analysis of variance for the partitioning of effects into groups,
repetitions, error a, treatments within groups and error b or residual of the model.

The correct F-tests for groups and repetitions should use the mean square of error a, and varieties
within each group, that of error b (Figure 1 a, b, c ); in the second stage, it will be indicated how
to generate an individual analysis of variance, considering the subdivision of effects by groups
of treatments, by default, repetitions and treatments nested within groups are tested against the
residual of the model.

DOI: https://doi.org/10.29312/remexca.v15i2.3634

elocation-id: e3634 5

https://doi.org/10.29312/remexca.v15i2.3634


Figure 1 a, b, c). Procedure for generating the general analysis of variance.

Nevertheless, its F-values are not correct due to the fact that the degrees of freedom and the mean
square of the error b shown in the first stage Anova must be used. Both values will need to be

manually entered in the dialog box that InfoStat will display (Figure 2 a, b, c, d. e ). Thus, the 
following was observed:
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Figure 2 a, b, c, d. e). Subdivision of effects between treatments nested within groups.
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Note: in the image above, only three groups should be shown, which are the ones that correspond 
to the data from Gomez and Gomez (1984); four groups were observed because fictitious corn data 
were entered to show the procedure in InfoStat.

Discussion
The analysis of contrasting groups for subsets of treatments with similarities within each of these is 
of great relevance in agronomic research. This grouping could be done considering differences in 
plant height, biological cycle, grain yield, or other important quantitative characteristic, as suggested 
by Gomez and Gomez (1984); Shikari et al. (2015); Maranna et al. (2021), among others. It could 
also be classified for cultivars within each subset by geographic or genetic origin, as done by 
González et al. (2008); González et al. (2011) but without balanced complete block arrangement.

The importance of such studies was also highlighted by Shikari et al. (2015) when, in India, they 
evaluated 30 cultivars belonging to three Brassica species nested in three treatment groups, each 
with 10 genetically contrasting materials; they analyzed seed yield and its yield components in 
a balanced complete block arrangement in a randomized complete block experimental design, 
hereinafter referred to as BCBA-RCBD. For all variables, highly significant differences were 
detected between groups; among treatments within groups, there were also differences in most of them, 
represented by the Gobhi, Yellow and Brown types. Gobhi materials had the highest number of days to 
maturity, but those with the highest grain yields per hectare were those from the Brown group.

The various statistical methodologies used by Maranna et al. (2021) in which they 
comprehensively analyzed the data from a BCBA-RCBD. In India, they evaluated 68 advanced 
lines and seven of the best control cultivars considering their grain yield and yield components in 
soybeans [Glycine max (L.) Merril]; their main objective was to identify high-yielding genetic material 
with greater phenotypic stability. Three treatment groups were formed with 25 materials each 
using three repetitions and considering days to maturity.

Between and within groups, wide genetic variability was observed in 12 agronomic variables. For 
the northwestern plain of India, it was concluded that the material identified as NRC128 was stable and 
outperformed the best control (PS 1347) by just over 20%. Due to this and other favorable 
characteristics that NCR128 had, it was released and recommended for commercial sowing.

The evaluation by González et al. (2008); González et al. (2011) of corn varieties and hybrids from 
various companies and contrasting regions that are recommended for commercial sowing in the 
Toluca-Atlacomulco Valley, in the center of the state of Mexico, Mexico. In these studies, an 
RCBD without BCBA was applied to identify outstanding genetic material within each of the 
four races found in this Mexican region.

With the proposal made by Gomez and Gomez (1984); Shikari et al. (2015); Maranna et al. 
(2021), the statistical hypotheses for the subsets of treatments are tested more precisely 
compared to that made by González et al. (2008, 2011) or other researchers who used an 
RCBD without BCBA because the environmental heterogeneity that exists in the experimental 
area when a BCBA is used is fractionated into two components: error a and error b. The former 
is used to test hypotheses related to effects and variances for treatment groups and for 
repetitions, while error b is used to detect significant differences between treatments nested 
within groups.

In the previous context, error a represents the interaction of groups x repetitions, and error b is the 
residual of the linear model that was constructed and described in the present study. It could also be 
defined that error a is related to the main unit and error b is associated with the subunit. In González 
et al. (2008, 2010, 2011) or in multiple trials where yield trials are evaluated to assess the effects 
between treatments with another option, such as without or with the use of mutually orthogonal 
contrasts, these are tested with the model residual, which is equivalent to its experimental error; the 
F-tests for treatments depend on whether or not there are statistical differences between groups
of materials in a BCBA.
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The sum and point notations have been very useful for representing and analyzing data on 
quantitative variables in multiple agronomic trials, but as shown by Gomez and Gomez (1984); 
Martínez (1988); Cochran and Cox (2004), among others, these could be expressed algebraically 
or matrixically using any symbology when performing manual calculations. In contrast, Mendenhall 
(1987); Zamudio and Alvarado (1996); Sahagún (1998); Montgomery (2009); Restrepo (2007a, 
2007b), among others, use formal symbology to avoid confusion in the description of these 
procedures, particularly when describing the guidelines for the construction of fixed, random, or 
mixed models or when applying the rules to obtain the variances of interest from the mathematical 
expectation of the mean squares.

In addition to the symbology used, other aspects that cause confusion during calculations or in the 
handling of a statistical package are the absence of the linear model that was applied, as well as 
the type of effects that are being evaluated, especially in complex factorial experiments; manual 
calculations are often considered a prerequisite for software application.

In the previous context, in the present study, the statistical model was standardized with the 
application of two methodologies to calculate degrees of freedom and sums of squares as a 
prerequisite to achieve the previously mentioned; InfoGen, InfoStat or SAS, among others, will be 
very useful to achieve this goal.

If the experimental area, as presented by Gomez and Gomez (1984), corresponding to a BCBA-
RCBD, is divided into main unit (MU) and subunit (SU), their degrees of freedom would be calculated 
as rg -1 and r(t - g), respectively, the sum of which gives rise to the rt-1 degrees of freedom of the 
total, both in this arrangement and in an RCBD without BCBA. In addition, the total for degrees of 
freedom of treatments within groups would be
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which is equivalent to t - g. Thus, it would also be easier to calculate the degrees of freedom for 
error b as (r-1)(t-g), with r, t, g, being the levels for repetitions, treatments, and groups, respectively.
The results by González et al. (2019) also fractionated the effects between treatments in groups of 
genetic materials evaluated in an RCBD but without BCBA, these effects were analyzed by means 
of the technique of mutually orthogonal contrasts, but the precision with which the statistical 
hypotheses of interest are tested is more reliable when using a BCBA-RCBD because errors a and 
b are used, although the latter also depend on the magnitude of their degrees of freedom and the 
existence of significant differences between subsets of treatments.
In an RCBD without BCBA, the sum of squares (SS) of treatments equals SS of groups + SS of 
treatments within groups. Also, the SS of the experimental error is equal to the addition of the SS of 
errors a and b, which are obtained when the Anova is generated by combining the data from the g 
groups. Finally, the SS of repetitions is equal to the difference between the SS of repetitions within 
each group and the SS of error a. In the above context, as indicated above, error a represents the 
interaction between groups and repetitions, associated with the main unit, and error b is the 
residual of the statistical model (εijk) shown in the materials and methods section.
Since several manual calculations must be verified before any statistical package is applied, it 
should be checked that the addition of the SS of the error in each of the g groups plus the one 
corresponding to the SS of the error a is equal to the SS of the experimental error in the output that 
originates by applying an RCBD without BCBA. In relation to the above, the outputs generated by 
InfoStat, InfoGen or SAS, among others, will be very useful to verify the calculations that will be 
originated when the previously presented formulas are used.
Authors such as Mendenhall (1987); Sahagún (1998); Montgomery (2009) pointed out the fact that 
the analysis of variance is an important part of facing the problem represented by the design and 
analysis of any experimental trial, in which the calculation of degrees of freedom, sums of squares 
and the construction of appropriate statistical tests considering the relationship between mean 
squares and their mathematical expectations are involved, especially when considering random or 
mixed models in more complex situations. This problem has also been highlighted by other 
researchers, such as Montgomery (2009); Restrepo (2007a, 2007b); Piepho et al. (2003).
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The research by González et al. (2023) emphasized correctly entering the instructions or
procedures in the specification in the terms of the model in InfoStat or InfoGen or in the SAS editor,
to adequately test the statistical hypotheses related to the experiments conducted, without and with
subsampling within the experimental units, when the completely randomized, randomized complete
block and Latin square experimental designs are applied; Zamudio and Alvarado (1996) made the
same recommendation when they developed several codes for SAS to analyze the three previously
mentioned experimental designs in balanced subsampling.

In the present study, as done by Gomez and Gomez (1984); Shikari et al. (2015); Maranna et al.
(2021), error a should be used to test effects between groups and between repetitions, and error
b should be used to perform the same with the subsets of treatments nested within groups (results
figures 4 to 8).

For the comparison of means of varieties within groups, InfoStat and InfoGen are very flexible
because in both, the database is automatically ordered (last figure of results) and additionally, they
allow the correction that must be made to the honest least significant difference or Tukey’s test
by performing the manual entering of the degrees of freedom and the mean square of the error
b, generated with all the data recorded in the experiment. If the differences between treatment
groups are not significant, InfoStat can generate an analysis of variance and comparison of means
with Tukey’s test using the same database as when using an RCBA-RCBD. Their validation could
be carried out with the Opstat software, available free of charge on its website, in which only the
arithmetic means of each variety within each group, as well as the degrees of freedom and the
mean square of the error b are entered, which can be generated with any software or, more easily,
with the Microsoft Excel spreadsheet.

Conclusions
The appropriate statistical model was constructed considering that the treatments are nested within
groups and that the latter are crossed with repetitions. The manual calculation of degrees of freedom
and sums of squares was simplified by dividing the experimental area into main unit and subunit,
both of which contain errors a and b, respectively, the first represents the interaction of groups x
repetitions, and the second is the residual of the statistical model under consideration.

Least squares and quadratic or matrix form techniques generate similar results, but the former
is easier to use when applying a statistical package, especially if the number of variables to be
analyzed tends to increase. InfoStat is very flexible when applying Tukey’s test to treatments
nested within groups because it allows the correction of the honest least significant difference when
manually entering the degrees of freedom and the mean square of the error b. If the treatment
groups are statistically equal, the trial can be analyzed as an RCBD using the same database as
a BCBA-RCBD; as an option to generate the same results, the OPSTAT software can be used,
which is available free of charge on its website.
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