Predictors of the price of white corn in Jalisco and Michoacán
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Abstract

Corn is one of the most important products in the world due to its nutritional qualities related to human, animal consumption and industrial use. A predictor of corn price behavior is useful for producers and marketers in making decisions. A price indicator is provided in international stock exchanges; however, in Mexico there is no stock exchange that provides an adequate signal about the future behavior of white corn prices in Mexico. In this research, an analysis of white corn prices in Michoacán and Jalisco was carried out, using autoregressive integrated moving average (ARIMA) models with the aim of providing a predictor of white corn prices. Two models were built for each series and point estimates were made. The predictive capacity of the models was evaluated using the mean absolute percentage error, the root-mean-square error and Theil’s U. The results showed that the price of corn in Michoacán and Jalisco can be predicted by its past values with an AR (1) model and an MA (2) model. It was concluded that these models provide a predictor for corn prices and constitute a useful tool in planning and making decisions regarding the process of production, commercialization and related products.
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Introduction

Climatic conditions allow a large part of Mexico’s territory to be conducive to corn production. It is one of the most important agricultural products worldwide due to its use in human food, livestock production, in industries such as pharmaceuticals, bioenergy and cosmetics. The average annual per capita consumption in Mexico is 196.4 kg of white corn (SAGARPA, 2017). It is the crop with the highest economic value generated by its sale, it has an 89% national participation in grain production (SIAP, 2019). In 2018, grain corn production was 27.17 million tonnes, 86.7% corresponded to white corn, 12.9% to yellow corn and 0.4% to other types of corn (blue, pozolero and colored) (FIRA, 2019).

In 2020, the states with the highest share of total national corn production in Mexico were Sinaloa (23%), Jalisco (14%), Michoacán (8%) and the State of Mexico (7%), which together represent 51% of total production. Between 2009 and 2018, production in Jalisco and Michoacán grew at an average annual rate of 4.7% and 6% respectively. Apparent domestic consumption of corn has grown at an average annual rate of 4% in the case of white corn and 9.6% in the case of yellow corn. It was 43.7 million t (56.7% white corn, 24.8 million t and 43.35% yellow corn, 18.9 million tons) (SIAP, 2020).

Given the majority participation of white corn in domestic production and the lack of a signal on price behavior, such as the Chicago Mercantile Exchange, that provides price forecasts and is useful to producers, marketers and financial investors in making decisions in advance of the market, this work aimed to provide a predictor of white corn in the states of Jalisco and Michoacán using the methodology of Box and Jenkins. The proposed hypothesis is that the price of white corn can be modeled by its own lagged values with ARIMA models, and these can be used as price predictors.

The contract of yellow corn no. 2 free on board (FOB) placed in the Gulf of Mexico listed on the Chicago Stock Exchange is a reference for the international price of corn (FIRA, 2016) and is used by the agency for commercialization services and agricultural market development (ASERCA, for its acronym in Spanish) to hedge corn prices; however, Ortiz and Montiel (2017) argued that price coverage does not adequately fulfill its purpose of protecting domestic farmers who sow white corn. The application of time series modeling techniques to obtain predictions has been of interest to Luis et al. (2019), who developed a model of seasonal autoregressive integrated moving average (SARIMA) processes for the nominal monthly prices of white egg paid to the producer and conclude that the price of the egg is explained by the prices of two and twelve previous months.

Delgadillo et al. (2016) compared ARIMA models to forecast the yield of basic grains: corn, beans, wheat and rice in Mexico, with the aim of predicting this variable in the short term. Contreras et al. (2016) used models of simple moving average, weighted moving average, exponential smoothing and adjusted exponential smoothing to forecast the storage demand in perishable products, the volume of entry and exit of products in a cold room, to forecast the requirements of facilities, personnel and necessary materials. Barreras et al. (2013) showed that using autoregressive moving average (ARMA) models, it is possible to construct predictors of pig production in Baja California, Mexico.
In their study, they applied the Box-Jenkins methodology to adjust ARMA (12, 12) and AR (12) models to monthly pork production data. Sánchez et al. (2013) proposed an ARIMA model to forecast the behavior of bovine milk production in the state of Baja California and concluded that an ARMA (1, 1) model provides adequate short-term forecasts. Similarly, Marroquín and Chalita (2010) adjusted an ARIMA (23, 0, 1) model to a series of nominal wholesale prices of beef tomato in Mexico and subsequently constructed predictions of the behavior of the tomato price in the following 12 months.

Adebiyi et al. (2014) modeled the price of shares listed on the New York Stock Exchange (NYSE) and the Nigerian Stock Exchange (NSE) using ARIMA models and concluded that these models have strong potential to predict the stock price of the companies Nokia and Zenith Bank in the short term. Jamal et al. (2018) used historical data to predict the future demand of a food company using an ARIMA (1, 0, 1) model with the aim of planning based on accurate forecasts to minimize the total cost of production made up of the costs of acquisition, processing, storage and distribution and with the aim of obtaining benefits such as reduced inventories, lower supply chain costs, higher return on assets, higher customer satisfaction and reduced delivery times, they concluded that this model provides useful information that affects the supply chain of the company analyzed.

Materials and methods

A time series refers to observations of a variable that occur in a time sequence. $Y_t$ symbolizes the numerical value of an observation; the subscript $t$ indicates the period in which the observation occurs. A sequence of $n$ observations can be represented as $Y_1, Y_2, ..., Y_n$ (Pankratz, 1983). An autoregressive integrated moving average (ARIMA) model is given by (Box et al., 2016)

$$Y_t = \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + ... + \phi_p Y_{t-p} + \varepsilon_t - \theta_1 \varepsilon_{t-1} - \theta_2 \varepsilon_{t-2} - ... - \theta_q \varepsilon_{t-q}.$$  Where: $\varepsilon_t$ are random error terms, independently distributed with mean zero and variance $\sigma^2$. If it is necessary to differentiate a time series $d$ time to make it stationary, the original time series is said to be ARIMA $(p, d, q)$. Where: $p$= denotes the number of autoregressive terms and $q$ the number of moving average terms (Cryer and Sik, 2008).

A process $\{Y_t\}$ is strictly stationary if the joint distribution of $Y_{t_1}, Y_{t_2}, ..., Y_{t_n}$ is equal to the joint distribution of $Y_{t_1-k}, Y_{t_2-k}, ..., Y_{t_n-k}$ for any point in time $t_1, t_2, ..., t_n$ and for any lag $k$. Therefore, if $n=1$, the univariate distribution of $\{Y_t\}$ is equal to the distribution of $Y_{t-k}$ for all $t$ and $k$; that is, the marginal distributions will be identically distributed, in addition: $E(Y_t) = E(Y_{t+k})$ and $\text{Var}(Y_t) = \text{Var}(Y_{t+k})$, for all $t$ and $k$, that is, the mean and variance are constant over time. A stochastic process is stationary if the value of the covariance between two periods depends only on the distance or lag between these two periods and not on the time in which the covariance was calculated (Gujarati and Porter, 2010).

The assumption of stationarity is the most important for making statistical inference about the structure of a stochastic process. The basic idea of stationarity is that the laws of probability that govern the behavior of the process do not change over time (Cryer and Sik, 2008).
The Box-Jenkins methodology considers four steps to adjust a time series model; 1) identification of the order of integration of the series; if the series has a unit root, a transformation process must be carried out to make it stationary; 2) identification of the values p, d, and q the autocorrelation function (ACF) and the partial autocorrelation function (PACF) are a useful tool for the identification of these values; 3) estimation of the parameters of the autoregressive and moving average terms included in the model, they can be estimated using the method of ordinary least squares or maximum likelihood. To discriminate between models, one can make use of the criteria AIC, BIC, etc., taking the model with the minimum value in each of these statistics; and 4) diagnosis to corroborate that the residuals estimated from the proposed model have a white noise behavior, in which case the model is accepted to make predictions (Box et al., 2016).

The Box-Jenkins methodology applies to stationary series, before adjusting an ARIMA model, it is necessary to verify the stationarity conditions in each of the series: finite and constant mean and variance with respect to time and finite covariance that depends on time in the definition of the autoregressive process (Quintana and Mendoza, 2010).

Criteria for evaluating the performance of the models

Two tests were applied to verify the presence of unit roots: Augmented Dickey Fuller (ADF) and Phillips-Perron (PP). The series were non-stationary and were transformed in order to induce stationarity. The natural logarithm was obtained to stabilize the variance and the series were differentiated to stabilize the mean around zero. The estimation of the parameters of the ARIMA models was carried out using OLS and it was verified that the residuals present a behavior similar to white noise, in which case predictions were made using the selected models.

Under the assumption that the model has been correctly specified and the true parameters for each series are known, it is possible to forecast the value of $Y_{t+k}$ that it will occur in k units of time in the future by means of: $\hat{Y}_t(k) = E(y_{t+k} | y_1, y_2, ..., y_t)$. The future observation $y_{t+k}$ will be contained within the limits of prediction with $(1-\alpha)$ reliability: $\hat{Y}_t(k) \pm z_{1-\alpha/2}\sqrt{\text{var}(\epsilon_t(k))}$. The usual assumption for constructing prediction intervals is that forecast errors have a normal distribution with mean zero, Makridakis et al. (1997). Under this assumption, an approximate prediction interval for the following observation is: $\hat{Y}_{n+1} \pm z_{1-\alpha/2}\sqrt{\text{MSE}}$. Where: $\hat{Y}_{n+1}$ is the predicted value in the period $n+1$ and MSE is the mean square error.

After identifying the parameters of the model and estimating them, it is possible to determine point predictions by the following procedure in an MA (q) model: given the observed values $y_1, y_2, ..., y_{t-1}$, it is possible to use these values to obtain a point prediction $\hat{Y}_t$ of value $y_t$ by the following calculation: $\hat{Y}_t = y_{t-1} + \epsilon_t - \hat{\theta}_1 \epsilon_{t-1}$. To determine the point prediction of the future value $y_t$, the random disturbance is calculated: $\hat{\epsilon}_t = y_t - \hat{Y}_t$ and $\hat{\epsilon}_{t-1} = y_{t-1} - \hat{Y}_{t-1}$. Where: $\hat{\epsilon}_t$ is the t-th residue.
The point prediction $\hat{\epsilon}_t$ of the future disturbance or shock $\epsilon_t$ is zero and the point prediction $\hat{\epsilon}_{t-1}$ of the past random disturbance $\epsilon_{t-1}$ is the residue (t-1)-th. In case of not being able to estimate $\hat{y}_{t-1}$, it is considered equal to zero (Bowerman et al., 2007). Following a similar procedure, it is possible to construct forecasts for an AR (p) model. The estimated error used to measure the accuracy of a model calculated using the same data to fit the model can tend to zero, even absolute mean percentage errors and mean square errors of zero can be obtained if in the adjustment phase, a polynomial of sufficiently high order is used, which leads to having over-adjusted models.

These problems can be overcome by measuring the true accuracy of the forecast outside the sample. The total data are divided into a set to fit the model and estimate the parameters. Subsequently, forecasts are made for the test set, since the test set was not used in the fit of the model, these forecasts are genuine forecasts made without using the values of the observations for these times. Precision measurements are calculated only for errors in the test set (Makridakis et al., 1997).

The predictive capacity of the models can be measured using statistics such as: the mean error (ME) of the forecast, the mean absolute error (MAE) of the forecast, the mean square error (MSE) of the forecast, the root means square error (RMSE), the mean percentage error (MPE), the mean absolute percentage error (MAPE) and the Theil’s U.

Let be $\hat{y}_1, \hat{y}_2, \hat{y}_3, ..., \hat{y}_n$ a sequence of n forecasts. Forecast error is defined as the difference between the actual observation and the predicted value: $e_i = y_i - \hat{y}_i$. Therefore, the forecast errors will be: $\hat{e}_1, \hat{e}_2, ..., \hat{e}_n$. And the mean square error (MSE) is: $\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$. The root means square error (RMSE) associated with that sequence is: $\sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$. It is the sample standard deviation of forecast errors $\hat{e}_1, \hat{e}_2, ..., \hat{e}_n$. A measure that only takes positive values; when this measure tends to zero, it indicates that the forecasts tend to the actual observed value.

Mean absolute percentage error (MAPE) is defined as: $\text{MAPE} = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right|$. Theil’s U allows a relative comparison of formal forecasting methods with ‘naive’ or simplistic methods, which use the most recent observation available as a forecast, and weights the errors involved so that large errors carry much more weight than small errors (Makridakis et al., 1997). It is defined as:

$$\text{Theil’s } U = \frac{\sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}}{\left(\sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i)^2} + \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i)^2}\right)}.$$

If the Theil coefficient is equal to 0, it means that the forecast is perfect (accurate). If the Theil coefficient is equal to 1, it indicates that the accuracy of the forecast method under study is equal to that of the simplistic method, which assigns the value of the forecast equal to the value of $y_t$, so it is not justified to implement the method under study. If the Theil coefficient is greater than 1, it means that the model is not useful for predictive purposes. If $0 < \text{Theil’s } U < 1$, the method used to forecast is superior to the simplistic method. It should be noted that the Theil’s U is a measure of relative precision that takes non-negative values. Statistical analyses were performed using R software version 3.6.1 and Statistical Analysis System software (SAS, 2019).
The time series analyzed correspond to the average monthly prices in the states of Michoacán and Jalisco. Data were obtained from the national market information and integration system (SNIIM, for its acronym in Spanish) portal. The data are expressed in pesos per kilogram ($ kg\(^{-1}\)). The analysis period is from January 2000 to December 2018 with 228 observations in each series. Since the future values of the series are unknown, retaining a portion of the observations, estimating alternative models on a small dataset, and using these estimates to forecast the observations of the retention period allows comparing the properties of the forecast errors of the estimated models (Enders, 2015).

The dataset of each series was divided into two subsets. The first subset corresponded to the ‘training’ set and had 222 observations from the period from January 2000 to June 2018, this was used to adjust the ARIMA models. The ‘validation’ set had the last 6 observations of each series, from July 2018 to December 2018, and was used to evaluate the predictive capacity of the models, using the root mean square error (RMSE), the mean absolute percentage error (MAPE) and Theil’s U.

### Results and discussion

The series of the corn price in Michoacán and Jalisco presented an increasing trend from 2000 to 2020, with periods of volatility after 2010, this behavior was similar in the prices to the corn producer at the national level, which in 2020 increased for the sixth consecutive year, reaching 4 190 $ t\(^{-1}\), which represented an increase of 7% compared to the previous year. Some factors that influence price volatility include climatic phenomena that affect crops, decrease in supply, increases in demand, internal and external economic policies, the participation of agricultural commodities in stock markets, economic perspectives at the national and international level, among others. The erratic behavior and increasing trend suggest that these time series do not meet the conditions of stationarity, constant mean and variance over time (Figure 1).

![Figure 1. Graphical behavior of the price of white corn in Michoacán and Jalisco in $ kg\(^{-1}\). Elaboration with data from SNIIM (2018); SIAP (2020).](image-url)
The price series transformed into logarithms also do not show constant means and variances (Figure 2). In practice, transformations can be applied to obtain stationary series, such as: simple or seasonal differentiation to eliminate the trend or induce stationarity in mean. Likewise, a Box-Cox or natural logarithm transformation can be performed to induce stationarity in variance. The first difference of the logarithm of the series was obtained to induce stationarity in mean and variance (Figure 3).

Figure 2. Natural logarithm of the price of white corn in Michoacán and Jalisco.

Figure 3. Difference of the natural logarithm of the price of corn in Michoacán and Jalisco.

One way to check the presence of a unit root in a series is through a graphical analysis, if it presents a trend, it can be an indication that the mean and variance are not constant, an alternative to verify if the series is non-stationary is to analyze its correlogram, in a purely white noise process the autocorrelations in different lags are around zero, therefore, if the autocorrelations decrease slowly, it may indicate that the series is not stationary and, finally, some of the following tests can be applied: Augmented Dickey Fuller test (ADF) and Phillips Perron (PP) (Greene, 2012).
The series analyzed showed a slow decrease in autocorrelations; however, the unit root tests were carried out in which the following hypothesis was tested: $H_0$: the series have a Unit root vs $H_1$: the series do not have a Unit root. The Augmented Dickey-Fuller (ADF) and Phillips Perron tests indicated that both series are integrated of order one I (1) in levels but are stationary by natural logarithm and first difference transformations (Table 1).

### Table 1. Unit root test: Augmented Dickey Fuller and Phillips Perron.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$H_0$: unit root</th>
<th>$H_1$: no unit root</th>
<th>Order of integration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF (Pr &lt; Tau)</td>
<td>PP (Pr &lt; Tau)</td>
<td></td>
</tr>
<tr>
<td>Michoacán</td>
<td>0.7946</td>
<td>0.3146</td>
<td>I (1)</td>
</tr>
<tr>
<td>Ln(Pmichoacán)</td>
<td>0.7988</td>
<td>0.5695</td>
<td>I(1)</td>
</tr>
<tr>
<td>ΔLn(Pmichoacán)</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>I(0)</td>
</tr>
<tr>
<td>Jalisco</td>
<td>0.4597</td>
<td>0.4268</td>
<td>I (1)</td>
</tr>
<tr>
<td>Ln(Pjalisco)</td>
<td>0.6396</td>
<td>0.6436</td>
<td>I (1)</td>
</tr>
<tr>
<td>ΔLn(Pjalisco)</td>
<td>0.0002</td>
<td>&lt;0.0001</td>
<td>I(0)</td>
</tr>
</tbody>
</table>

*= indicates rejection of the null hypothesis at a significance level of 5%; ≠= denotes the operator of first differences and Ln denotes natural logarithm.

Autocorrelation and partial autocorrelation functions are useful in model identification; however, in ARIMA models, the model specification is subject to verification examination, diagnostic and modification (if necessary). Some tools for selecting a model are: the AIC criterion introduced by Akaike (1974) and the Bayesian information criterion (BIC) of Schwarz (1978); (Box et al., 2016).

The stage of identification of the models was carried out following the steps suggested in the methodology of Box and Jenkins, (Pankratz, 1983). Values (p, d, q) were defined considering several models by inspecting autocorrelation functions (ACF) and partial autocorrelation functions (PACF), and autoregressive AR and moving average MA parameters were estimated using ordinary least squares (Table 2).

### Table 2. Estimation of ARIMA model parameters.

<table>
<thead>
<tr>
<th>Series</th>
<th>Adjusted model</th>
<th>Intercept</th>
<th>Estimated coefficient</th>
<th>log likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔLn(Pmichoacán)</td>
<td>AR (1)</td>
<td>0.0051</td>
<td>-0.0563</td>
<td>326.49</td>
<td>-646.9</td>
</tr>
<tr>
<td>Se</td>
<td>MA (1)</td>
<td>-0.0035</td>
<td>-0.0675</td>
<td>326.44</td>
<td>-646.89</td>
</tr>
<tr>
<td>ΔLn(Pjalisco)</td>
<td>MA (2)</td>
<td>0.0054</td>
<td>0.0822</td>
<td>389.23</td>
<td>-770.47</td>
</tr>
<tr>
<td>Se</td>
<td>MA (1)</td>
<td>0.0054</td>
<td>0.0816</td>
<td>388.40</td>
<td>-770.8</td>
</tr>
</tbody>
</table>

Se= denotes standard error.
In addition to observing the residual correlations in individual lags, it is useful to have a test that considers their magnitudes as a group (Cryer and Sik, 2008). The verification of autocorrelation in the residuals can be carried out using the statistics of Box and Pierce (1970) or Ljung-Box (1978). With the Ljung-Box test, non-autocorrelation in the residuals was verified (Makridakis et al., 1997) (Table 3), according to the \( p \) value \( \geq 0.05 \) associated with the test, the null hypothesis was not rejected, and it was concluded that there is no autocorrelation in the errors. In the diagnostic stage of the models, it was verified that the errors have a white noise behavior and behave as a normal distribution.

### Table 3. Ljung-Box test to the residuals of the ARIMA models.

<table>
<thead>
<tr>
<th>Series</th>
<th>Adjusted model</th>
<th>Ljung-Box test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( H_0: ) there is no autocorrelation</td>
</tr>
<tr>
<td>( \Delta \log(P\text{Michoacán}) )</td>
<td>AR (1)</td>
<td>( Q^* = 20.74, \text{df} = 22, \text{p-value} = 0.5369 )</td>
</tr>
<tr>
<td></td>
<td>MA (1)</td>
<td>( Q^* = 20.96, \text{df} = 22, \text{p-value} = 0.5232 )</td>
</tr>
<tr>
<td>( \Delta \log(P\text{Jalisco}) )</td>
<td>MA (2)</td>
<td>( Q^* = 18.45, \text{df} = 21, \text{p-value} = 0.6199 )</td>
</tr>
<tr>
<td></td>
<td>MA (1)</td>
<td>( Q^* = 21.139, \text{df} = 22, \text{p-value} = 0.5122 )</td>
</tr>
</tbody>
</table>

The constructed models were used to make point predictions outside the sample in each series. Predicted values of the data from July to December 2018 were obtained and compared with the observed data that had been reserved in the ‘validation’ set (Table 4).

### Table 4. Observed and predicted prices obtained from ARIMA models in $ kg^{-1}$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Jalisco</th>
<th>Michoacán</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MA (2)</td>
<td>MA (1)</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Predicted</td>
</tr>
<tr>
<td>July 18</td>
<td>5.32874</td>
<td>5.326339</td>
</tr>
<tr>
<td>August 18</td>
<td>5.359954</td>
<td>5.354975</td>
</tr>
<tr>
<td>September 18</td>
<td>5.388794</td>
<td>5.383764</td>
</tr>
<tr>
<td>October 18</td>
<td>5.41779</td>
<td>5.412709</td>
</tr>
<tr>
<td>November 18</td>
<td>5.446941</td>
<td>5.441809</td>
</tr>
<tr>
<td>December 18</td>
<td>5.47625</td>
<td>5.471065</td>
</tr>
</tbody>
</table>

Elaboration with data from SNIIM (2018).

Three criteria were used to measure the predictive capacity of the models: Theil’s U, the root mean square error (RMSE) and the mean absolute percentage error (MAPE) (Table 5). These have been used to evaluate prediction models in Barreras et al. (2013); Sánchez et al. (2013); Contreras et al. (2016). Theil’s U is a measure between zero and one. The Theil coefficient is expected to be equal to zero, which means that the forecast is accurate, if the Theil coefficient is equal to one, the use of the model to make predictions is not justified. In the proposed models, Theil’s U values close to zero were obtained, which indicates that the models are useful for predicting corn prices in the immediately following six months.
Table 5. Criteria of discrimination of models.

<table>
<thead>
<tr>
<th>Series</th>
<th>Model</th>
<th>Theil’s U</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>∆Ln(PMichoacán)</td>
<td>AR (1)</td>
<td>0.04176587*</td>
<td>1.000933*</td>
<td>8.37*</td>
</tr>
<tr>
<td>∆Ln(PMichoacán)</td>
<td>MA (1)</td>
<td>0.04192237</td>
<td>1.005392</td>
<td>8.41</td>
</tr>
<tr>
<td>∆Ln(PJalisco)</td>
<td>MA (2)</td>
<td>0.01911703*</td>
<td>0.0169519*</td>
<td>2.99</td>
</tr>
<tr>
<td>∆Ln(PJalisco)</td>
<td>MA (1)</td>
<td>0.01914904</td>
<td>0.02830746</td>
<td>2.96*</td>
</tr>
</tbody>
</table>

*= model with better performance according to the criteria.

In the price series of Michoacán, the AR (1) model had the lowest mean absolute percentage error (MAPE), compared to the MA (1) model, equal to 8.37, which means that the forecast is wrong at 8.37%, in addition, this same model obtained the lowest Theil’s U equal to 0.04 and the lowest root mean square error (RMSE) equal to 1. In the price series of Jalisco, the MA (2) model performed better in two of the criteria used, compared to the MA (1) model, Theil’s U and the root mean square error with 0.01 and 0.02 respectively. The lowest mean absolute percentage error for this series was 2.96, which indicates that the forecast was wrong at 2.96%.

Currently, the price of yellow corn No. 2 of the Chicago stock exchange is taken as a reference of the price of corn in Mexico; however, Ortiz and Montiel (2017) showed, through a multivariate stochastic volatility analysis, that the market price of corn futures is not strongly related to the prices registered in some states of the country. In a comparative analysis of corn prices on the Chicago Stock Exchange and corn producer prices in Mexico, it was found that the latter are higher; however, these are different varieties (yellow and white respectively). At the same time, yellow corn prices are affected by the agricultural policy applied in the United States of America, which is characterized by maintaining high subsidies to its producers and low export prices of corn (SIAP, 2012).

Given the drawbacks of taking the price of yellow corn as an estimator of the price of white corn and given the lack of information on the future behavior of the markets, the proposed models provide a predictor of corn prices in Jalisco and Michoacán and show that these can be estimated from their own past values, however, ARIMA models have been shown to have restricted performance. Chu (1978) argues that this methodology is a simple mechanism that can be used for short-term forecasting but has a limited ability to predict unusual price movements, although, predictive power can possibly be improved by incorporating other variables.

Conclusions

The results show that Box and Jenkins’ methodology is useful for forecasting white corn prices in Michoacán and Jalisco in the short term. Corn prices in Michoacán and Jalisco can be predicted by their own past values using AR (1) and MA (2) models and these predictors constitute a useful tool in the decision-making of producers and marketers of corn-related products.
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